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[1] Using the Geophysical Fluid Dynamics Laboratory’s (GFDL’s) fully coupled
chemistry-climate (ocean/atmosphere/land/sea ice) model (CM3) with an explicit physical
representation of aerosol indirect effects (cloud-water droplet activation), we find that the
dramatic emission reductions (35%–80%) in anthropogenic aerosols and their precursors
projected by Representative Concentration Pathway (RCP) 4.5 result in ~1 �C of
additional warming and ~0.1mmday�1 of additional precipitation, both globally
averaged, by the end of the 21st century. The impact of these reductions in aerosol
emissions on simulated global mean surface temperature and precipitation becomes
apparent by mid-21st century. Furthermore, we find that the aerosol emission reductions
cause precipitation to increase in East and South Asia by ~1.0mmday�1 through the
second half of the 21st century. Both the temperature and the precipitation responses
simulated by CM3 are significantly stronger than the responses previously simulated by
our earlier climate model (CM2.1) that only considered direct radiative forcing by
aerosols. We conclude that the indirect effects of sulfate aerosol greatly enhance the
impacts of aerosols on surface temperature in CM3; both direct and indirect effects from
sulfate aerosols dominate the strong precipitation response, possibly with a small
contribution from carbonaceous aerosols. Just as we found with the previous GFDL
model, CM3 produces surface warming patterns that are uncorrelated with the spatial
distribution of 21st century changes in aerosol loading. However, the largest precipitation
increases in CM3 are colocated with the region of greatest aerosol decrease, in and
downwind of Asia.
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1. Introduction

[2] As a result of the industrial revolution and population
growth, total anthropogenic emissions of sulfur dioxide
(SO2), the source gas for sulfate aerosol, black carbon
(BC), and organic carbon (OC) have grown dramatically
[e.g., Lamarque et al., 2010]. However, all of the latest
future projections expect very significant decreases in emis-
sions of all three compounds [Meinshausen et al., 2011]. A
fundamental question to be explored is the role that these
changing levels of aerosols have played in the past climate
and will play in the future.
[3] The biggest uncertainty regarding the role of aerosols in

climate is the actual magnitude of the “aerosol effect,” as

discussed by Shine et al. [1990], Charlson et al. [1992], and
Shine et al. [1995] and reviewed in considerable detail in both
the Intergovernmental Panel on Climate Change (IPCC) Third
and Fourth Assessment Reports (often called TAR and AR4,
respectively) [Penner et al., 2001; Ramaswamy et al., 2001;
Forster et al., 2007]. Kiehl [2007] found that the magnitude
of cooling due to the “aerosol effect” in a set of earlier models
that were able to replicate the observed historical global sur-
face warming was highly correlated with the strength of a
coupled climate model’s transient warming response to
well-mixed greenhouse gases. Kiehl further noted that much
of the uncertainty in total anthropogenic forcing was due to
a threefold range of uncertainty in the aerosol forcing used
in the different models. This relationship between the “aerosol
effect” and the climate model transient sensitivity to well-mixed
greenhouse gas (WMGG) warming was further explored by
Knutti [2008], who analyzed the full Climate Model Intercom-
parison Project Phase 3 (CMIP3; AR4) climate model data set
and further noted that because most of those models do not in-
corporate the aerosol indirect effects, their current agreement
with observations may be partly spurious. For the models con-
sidered in both the TAR and AR4, the “aerosol effect” was pri-
marily driven by aerosol direct radiative effects, with, in some
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cases, a restricted aerosol indirect effect [Knutti, 2008]. Han-
sen et al. [2011] recently argued for a large current aerosol cli-
mate forcing of�1.6� 0.3 Wm�2, whereas Le Treut [2012]
summarized recent attempts, via observation, theory, and
model, to narrow the possible range for the “aerosol effect.”
[4] Pre-2008 work on the potential role for aerosols in

climate change was summarized in the introduction of Levy
et al. [2008] and in the references contained therein. More
recently, several authors have addressed the nature of the
aerosol-cloud interactions [Small et al., 2009; Costantino
and Bréon, 2010], the impacts of aerosol emissions on
global and regional climate [Shindell and Faluvegi, 2009;
Shindell et al., 2009; Koch et al., 2009;Ming and Ramaswamy,
2009; Liao et al., 2009;Wang et al., 2009; Kloster et al., 2010;
Shindell et al., 2010; Andrews et al., 2010; Ming et al., 2010;
Ming and Ramaswamy, 2011; Ming et al., 2011; Bollasina
et al., 2011; Shindell et al., 2012] and precipitation extremes
[Chen et al., 2010a], and the role of aerosol indirect effects
in climate [Chen et al., 2010b; Quaas et al., 2008].
[5] Levy et al. [2008] used the Geophysical Fluid Dynamics

Laboratory’s (GFDL’s) IPCC-AR4 coupled climate model
(CM2.1) [Delworth et al., 2006] that was only forced by
aerosol direct effects. In that study, CM2.1 used monthly
mean concentrations of short-lived radiatively active spe-
cies that were calculated off-line by a global chemical trans-
port model [Horowitz, 2006] using emissions from the A1B
“marker” scenario [Nakicenovic and Swart, 2000]. The
study showed that for the A1B-projected increases in BC,
OC, and tropospheric ozone and decrease in sulfate aero-
sols, (1) up to 40% of the simulated summertime surface air
warming in the second half of the 21st century, particularly over
Northern Hemisphere midlatitude continents, was due to the
A1B-projected changes in the short-lived species; (2) the
resulting regional patterns of surface temperature warming
did not follow the regional patterns of changes in emissions,
tropospheric loadings, or direct radiative forcing but were
similar to the warming pattern driven by increasing levels of
well-mixed greenhouse gases; and (3) there was little signifi-
cant change in precipitation.
[6] However, this 2008 work included three important

caveats: (1) these results only considered direct radiative forcing
by aerosols; (2) the emission projections for the short-lived
species in the A1B scenario were not well constrained or
even necessarily consistent with the scenarios for the well-mixed
greenhouse gases, and feedbacks of climate change on
short-lived species were neglected; (3) the patterns of
regional temperature response, while qualitatively similar
among a majority of the suite of AR4 models, were
expected to be model dependent, so the results presented
from a single model were not necessarily robust.
[7] In this current study, we address Caveat 1 with GFDL’s

new fully coupled chemistry-climate model [Donner et al.,
2011] with an “aerosol effect” composed of an explicit
physical representation of the liquid cloud aerosol indirect
effects (cloud droplet activation) and an aerosol direct radiative
effect whose calculation assumes an internal mixture of
sulfate and BC. Caveat 2 is addressed by calculating aerosol
concentrations using the self-consistent emission projections
from Representative Concentration Pathway (RCP) 4.5 [Clarke
et al., 2007; Smith and Wigley, 2006; Wise et al., 2009;
Thomson et al., 2011] within a coupled chemistry-climate
model that permits a wide range of climate-chemistry feedbacks.

By comparing the results of this study with our previous one,
we partially address Caveat 3, although this study does not
consider the role of model resolution and does not span the
full range of climate model responses.
[8] Our article is organized as follows: we provide brief

descriptions of the coupled climate model, its online
chemistry, the model’s treatment of aerosol-water cloud
interactions (aerosol indirect effects), and the emissions
used in section 2, all of which are described in greater detail
elsewhere. The experimental design is discussed in section 3.
The role of aerosols during the historical period is discussed
in section 4. We then focus on the future projection
(RCP4.5) in section 5, where the future impacts of aerosols
on temperature and precipitation are presented and analyzed
and their implications are then discussed. We summarize
our conclusions, identify those that appear to be robust,
and address any remaining caveats in section 6.

2. Model Description

[9] The new GFDL coupled chemistry-climate model
CM3 [Donner et al., 2011; L.W. Horowitz et al., Historical
and projected future climate simulated by GFDL CM3
coupled model, in preparation, hereinafter Horowitz et al.,
2013] is built on the base of GFDL’s previous coupled
climate model (CM2.1) [Delworth et al., 2006], which was
used in our earlier study of aerosol impacts on future climate
[Levy et al., 2008]. The ocean and sea-ice components in
CM3 are essentially unchanged [Griffies et al., 2011]. The
important modifications in the coupled model were made
in the atmospheric component [for a detailed discussion of
these changes, see Donner et al., 2011].

2.1. A Summary of New Model Developments in CM3

[10] Rather than specifying cloud-drop number over land
(300 cm�3) and ocean (100 cm�3) as in CM2.1, a physically
realistic and explicit aerosol activation of cloud droplets,
requiring subgrid vertical velocities for warm clouds, is used.
This work is discussed by Donner et al. [2011] (sections 3d
and 3f) and Golaz et al. [2011] and will be summarized in
section 2.2.
[11] Although the concentrations of long-lived greenhouse

gases and methane are still specified, the distributions of
tropospheric and stratospheric ozone and short-lived aerosols
are calculated from a fully coupled stratosphere-troposphere
chemistry scheme involving merged modules of Horowitz
et al. [2003] in the troposphere and Austin and Wilson
[2006] in the stratosphere. The chemistry is driven by emissions
of the short-lived species and their precursors. In this way,
the distribution of the short-lived species and the physical
climate are self-consistent. See sections 3f and 3g ofDonner
et al. [2011] for a summary and Naik et al., Impact of prein-
dustrial to present-day changes in short-lived pollutant
emissions on atmospheric composition and climate forcing,
submitted to Journal of Geophysical Research (hereinafter
referred to as Naik et al. [2012]), for a detailed discussion.
[12] The parameterizations of boundary layer and large-scale

clouds are the same as in CM2.1. Shallow convection is treated
as by Bretherton et al. [2004], and deep convection uses a
reduced version of the methods detailed by Donner [1993].
This is summarized in detail in sections 3c, 3d, and 3e of
Donner et al. [2011].
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[13] The land model in CM2.1 that used specified vegetation
and a single bucket hydrology was replaced with a complex
land model that includes dynamic vegetation with land use
and succession and amultilevel soil hydrology. This work is de-
scribed by Shevliakova et al. [2009] and in Appendix A ofDon-
ner et al. [2011].
[14] The atmospheric dynamical core was changed to a

cubed-sphere formulation [Putman and Lin, 2007] with a
relatively uniform horizontal grid varying from 163 to
231 km over the globe. The 48 vertical levels range in
thickness from 70m at the surface to 1–1.5 km in the upper
troposphere to 2–3 km in most of the stratosphere with a top
level at 1 Pa (~86 km). For specific details relevant to CM3,
see section 2 of Donner et al. [2011].

2.2. Aerosol Effects

[15] The “aerosol effect”may be separated into the aerosol
direct (radiative) effect [e.g.,Ming et al., 2005] and all of the
aerosol-cloud interactions [e.g., Lohmann et al., 2010],
which together comprise aerosol indirect effects. Although
there are uncertainties associated with the calculation of
aerosol direct effects, the magnitude of the aerosol indirect
effect is extremely uncertain (see Figures 2.14 and 2.20 in
Forster et al. [2007]). Reducing this uncertainty is critical
to accurately reproducing the historical warming trend for
the right reasons and, more importantly, realistically projecting
future climate. A key feature of the CM3 model physics is
that it simulates aerosol-cloud interactions for liquid clouds
[Ming et al., 2006; Ming et al., 2007; Golaz et al., 2011],
where aerosols act as cloud condensation nuclei (CCN).
The larger the number of CCN, the higher the resulting cloud
albedo (first indirect effect) and the lower the precipitation
efficiency (second indirect effect, sometimes called “cloud
lifetime effect”).
[16] Aerosol physical and optical properties are discussed

in detail in section 3a.4 of Donner et al. [2011]. Sulfate, BC,
OC, sea salt, and dust are all considered, although no explicit
anthropogenic source of dust is included. A lognormal size
distribution is assumed for sulfate, BC, and OC aerosols.
The mass size distributions of dust and sea salt are treated
with five bins from 0.1 to 10 mm. Hygroscopic growth is
considered for sulfate, sea salt, and aged (hydrophilic) black
and OC. For the radiative transfer calculation, we assumed
an internal mixture of sulfate and aged (hydrophilic) BC that
is calculated by a volume-weighted average of their refractive
indices. All other aerosols are assumed to be externally mixed.
Donner et al. [2011] showed (in their Figures 3–5) that aerosol
optical depth (AOD), co-albedo, and clear-sky shortwave
surface fluxes in CM3 agree better with observations than
did the corresponding fields from CM2.1.
[17] The water-soluble aerosols sulfate, sea salt, and organic

aerosols are all allowed to be activated into cloud droplets
following a physically based parameterization of CCN
activation [Ming et al., 2006]. Inorganic salts (i.e., sulfate
and sea salt) are much more efficient CCN (having higher
solubilities and van’t Hoff factors) than organics. Because
sea salt, a natural aerosol, does not change appreciably over
time, anthropogenic sulfate is the main driver of the changes in
CCN abundance over time in CCN and thus of the forcing due
to the aerosol indirect effect (as will be demonstrated in
sections 4.1–4.2). The grid-mean droplet number concentration
is tracked explicitly as part of the prognostic large-scale

cloud scheme [Ming et al., 2007]. Donner et al. [2011]
showed (in their Figure 6) that cloud-drop radii simulated
by CM3 capture general patterns retrieved by the Moderate
Resolution Imaging Spectroradiometer, with a bias toward
smaller droplet sizes. For specific details, see section 3.f in
Donner et al. [2011].

2.3. Emissions

[18] Detailed discussions of the concentrations and
emissions used in the historical portion of this study are
given in section 2.3 of Naik et al. [2012]. They, along
with the RCP4.5 scenario, are briefly summarized in the
following sections.
[19] Well-mixed greenhouse gas global average concen-

trations including carbon dioxide (CO2), nitrous oxide
(N2O), methane (CH4), and halocarbons (CFC-11, CFC-12,
CFC-113, CCl4, CH3Cl, CH3CCl3, HCFC-22, Cly, and Bry)
are specified from the RCP database developed for climate
model simulations for the CMIP5 in support of the IPCC Fifth
Assessment Report (AR5) [Meinshausen et al., 2011]. Global
mean surface concentrations of CH4 and N2O and emissions
of short-lived chemical species during the historical period
(1860–2005) are from the new emissions data set of Lamarque
et al. [2010], developed for chemistry-climate model
simulations for CMIP5 in support of IPCC-AR5. The inventory
provides monthly mean emissions of aerosol species and
ozone and aerosol precursors for each decade beginning in
1860. Surface emissions of short-lived reactive chemical
species for the period 2005–2100 were provided by RCP4.5
[Clarke et al., 2007; Thomson et al., 2011; Lamarque et al.,
2011]. In RCP4.5, the short-lived emissions are consistent
with one another and with the assumptions that drive the
concentrations of the well-mixed greenhouse gases. Natural
emissions of dust, sea salt, dimethyl sulfide (DMS), and oce-
anic primary organic aerosols are calculated interactively as
a function of model meteorology and do not show significant
trends throughout the historical and future simulations pre-
sented here.
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Figure 1. Historical and RCP4.5 emissions for SO2 (blue)
in Tg a�1 and BC (black) in TgC a�1 (multiplied by a factor
of ten for convenience of plotting) and CO2 (red) concentrations
in ppmv.
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[20] The historical and projected concentrations for
CO2 and the emissions of gaseous SO2 (precursor of sulfate
aerosol) and BC aerosol are shown in Figure 1. The
concentrations of CO2 have been well measured since the
late 1950s [Keeling, 1960], and the preindustrial level is
well known from ice core data [e.g., Neftel et al., 1985].
The preindustrial level of SO2 emissions, based on the
identified anthropogenic sources, is known to be very small.
The question of preindustrial biomass and biofuel sources of BC
is far more complex [Lamarque et al., 2010]. According to the
current best estimates developed for CMIP5/IPCC-AR5,
emissions of SO2 have grown from a preindustrial level of
~3 TgS a�1 to the current level of ~55 TgS a�1, emissions
of BC aerosol from ~3 TgC a�1 to a current level of ~8 TgC
a�1, and primary emissions plus secondary production of
OC from 93 TgC a�1 to 113 TgC a�1 [Lamarque et al.,
2010; Naik et al., 2012 and references therein]. By 2100,
RCP4.5 projects an 80% reduction in SO2 emissions, a 50%
reduction in BC emissions, and a 35% reduction in OC
emissions [Lamarque et al., 2011].

3. Experimental Design

[21] The goal of this set of experiments is to use our new
coupled chemistry-climate model (CM3) to explore the
robustness of our previous finding by Levy et al. [2008] that
future changes in aerosols may play an important role in 21st
century climate change. We examine the key issues that we
raised as caveats in Levy et al. [2008]: the contribution of
aerosol indirect effects, the impact of using a set of self-consistent
emission projection, the importance of a self-consistent
coupling of atmospheric chemistry and physical climate, and
the model dependence of regional patterns of climate response.

3.1. Historical

[22] First, we examine the climate impact of anthropogenic
aerosols during the historical period (1860–2005). A
three-member ensemble is integrated during this period
forced only by the historical changes in anthropogenic
emissions of aerosols and their precursors. All other climate
forcings, both natural and anthropogenic, are held at 1860
levels for the integration. In particular, global mean concen-
trations of WMGGs, emissions of ozone precursors, land
use, volcanic aerosols, and solar insolation are held constant
at 1860 values. Natural emissions of aerosols and aerosol
precursors are calculated interactively as a function of model
meteorology and so vary from year to year but show little
trend over the simulations presented here. The historical emis-
sions for SO2 (blue) and BC (black) are shown in Figure 1.
Although the historical anthropogenic emissions of OC are
also included in this study, OC plays a modest role as a forc-
ing agent in CM3 (see section 4.1). This three-member ensem-
ble provides CM3’s climate response to its total aerosol effect
for the period (1860–2005).
[23] A second three-member ensemble is integrated with

the same historical forcing as the first, but with only the
aerosol activation into cloud droplets (aerosol indirect effect)
seeing the changing aerosol levels. The radiation code in these
experiments sees the 1860 aerosol levels (monthly mean cli-
matological concentrations from years 1 to 20 of an 1860
control simulation) throughout the integration, thereby pro-
ducing no aerosol direct forcing. This second three-member

ensemble thus isolates that fraction of CM3’s historical cli-
mate response that was solely due to aerosol indirect effects.
[24] We diagnose the radiative forcing provided by aerosol

changes in CM3 using an additional set of prescribed sea-surface
temperature (SST) simulations with AM3, the atmospheric
component of CM3. In these simulations, described in more
detail byHorowitz et al. [2013], SST and sea ice concentration
are prescribed using the AMIP SST and sea ice boundary
condition data set [Taylor et al., 2000] prepared for CMIP5.
Ensembles of AM3 runs are conducted using (1) fixed 1860
forcing agents, (2) transient anthropogenic and biomass burning
emissions of aerosols and aerosol precursors (as used in the
historical coupled model integrations), with all other forcing
agents fixed at 1860 values, and (3) transient anthropogenic
and biomass burning emissions of a single aerosol or aerosol
precursor species (BC, OC, or SO2, precursor of sulfate), with
all other forcing agents (including emissions of other aerosol
species) fixed at 1860 values. The change in global mean net
radiative flux at the top of the atmosphere in these simulations
provides the radiative flux perturbation (RFP) [e.g., Lohmann
et al., 2010], also known as the fixed-SST forcing, due to all
aerosols ((2)-(1)), or a particular aerosol species ((3)-(1)). In
addition, surface RFP (defined as the net radiative flux
changes at the surface), which has been linked to changes in
precipitation [e.g., Ramanathan et al., 2001], is quantified.

3.2. Projected 21st Century

[25] We use the projections of anthropogenic and biomass
burning emissions of short-lived species and long-lived
greenhouse gas concentrations from the medium-low forcing
RCP4.5 scenario [Clarke et al., 2007; Smith and Wigley,
2006; Wise et al., 2009; Thomson et al., 2011] to examine
the climate response of CM3 to projected future levels of
anthropogenic aerosols. There are no explosive volcanic
eruptions. Two three-member CM3 ensembles are computed,
with initial states provided from the end of historical simulations
of CM3 with time variation of all forcing agents (anthropogenic
and natural). The first ensemble is integrated from 2006 to
2100 and forced by the RCP4.5 projections for all species.
The red line in Figure 1 shows the RCP4.5-projected growth
of CO2 from a present-day level of 380 ppmv to a maximum
of ~550 ppmv in year 2100. The SO2 emissions (blue line)
decrease sharply by more than 80%, and the BC emissions
(black line) decrease by 50%. OC emissions, not shown, de-
creased by 45% [Naik et al., 2012]. Although the projected
CO2 concentrations and SO2 emissions in RCP4.5 and A1B
are qualitatively similar, they are fundamentally different for
BC with a 50% reduction in RCP4.5 and a 100% increase in
A1B. We will return to this in section 6, where we compare
the CM3 results with the earlier CM2.1 conclusions that
were based on A1B projections and only considered the
direct radiative effect of aerosols.
[26] A second three-member ensemble, denoted as

RCP4.5**, is integrated from 2006 to 2100 and again forced
by the same RCP4.5 projection of well-mixed greenhouse
concentrations and emissions of ozone precursors.
However, the anthropogenic and biomass burning emissions
of gaseous SO2 (dashed blue line) and BC (dashed black
line) and OC aerosols (not shown) are held at 2005 values
throughout the integrations. As in all simulations, natural
emissions of aerosols and aerosol precursors are calculated
interactively as a function of model meteorology. The
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difference between the two three-member ensembles
(RCP4.5� RCP4.5**) represents CM3’s response to future
changes in emissions of aerosols and their precursors as
projected by RCP4.5.
[27] Although the response to tropospheric ozone changes

was included by Levy et al. [2008], it was found to be small
and almost completely cancelled by the small negative direct
forcing from OC. Sulfate and BC aerosols were dominant
(Table 1 in Levy et al. [2008]). In this CM3 study with
RCP4.5, the tropospheric ozone loading decreases by 8%
during the 21st century and plays an even smaller role. We
focus here specifically on the role of anthropogenic
aerosols. Both the OC and BC atmospheric loadings return
to near their preindustrial levels by 2100
[28] As for the historical simulations, the radiative forcing

from aerosols in the RCP4.5 scenario is diagnosed using a
set of prescribed SST simulations with AM3. In this case,
climatological SST and sea ice for 1981–2000 from the
HadISST data set [Rayner et al., 2003] were used. Simulations
of AM3 are conducted using (1) fixed 1860 forcing
agents and (2) transient anthropogenic and biomass burning
emissions of aerosols and aerosol precursors (as used in the
coupled model RCP4.5 integrations), with all other forcing
agents fixed at 1860 values. The change in global mean
net radiative flux at the top of the atmosphere in these
simulations ((2)-(1)) provide the RFP due to all aerosols.

4. Historical Impacts of Aerosols

[29] Before exploring the potential contributions of aerosols
to 21st century climate, it is useful to consider their role
during the historical period where we have observations of
surface temperature, precipitation, and most of the well-mixed
greenhouse gases, as well as recent measurements of the two
key aerosols, sulfate and BC, reasonable estimates of early
anthropogenic sulfate aerosol levels, and less certain but at
least plausible estimates of early levels of BC.

4.1. AOD and Aerosol RFP

[30] During the historical period, in the three-member
ensemble of CM3 forced solely by historical anthropogenic
and biomass burning emissions of BC, OC and SO2 (Figure 1)
with all other forcing agents held constant at 1860 levels,
AOD increases by approximately 40% (Table 1). A majority
of the AOD increase is attributed to sulfate aerosol, with
sulfate burden (not shown, see Naik et al. [2012]) and sulfate
optical depth (Table 1) following a similar time evolution as
total AOD, with sulfate optical depth increasing from
approximately 0.02 in 1860 and reaching 0.03 by around
1920, 0.04 by 1955, and 0.06 by 1980.
[31] Radiative forcing calculations [Horowitz et al., 2013],

introduced in section 3.1, show that the top-of-atmosphere
RFP (Table 1) resulting from changes in all aerosol and
aerosol precursor emissions is �1.78Wm�2 (for 1996–2005
emissions versus 1860 emissions). The corresponding RFP
resulting from changes in SO2 emissions (precursor of sulfate
aerosol) alone is �1.74Wm�2, whereas those for BC and
OC emission changes during the same period are +0.13 and
�0.38Wm�2, respectively.
[32] The sum of the individual species RFPs (sulfate +

BC +OC) exceeds in magnitude the total aerosol RFP,
indicating a nonlinearity in the aerosol RFPs. Essentially, this
likely results from OC causing a significant indirect effect
in the absence of anthropogenic sulfate aerosol, but having
little additional indirect effect in an atmosphere containing
anthropogenic sulfate.
[33] The RFP for all aerosol and aerosol precursor emissions

(Table 1) is more strongly negative at the surface (�2.9Wm�2)
than at the top of atmosphere (�1.78Wm�2). Emissions of
SO2 provide the greatest contribution to the negative surface
RFP (�2.1Wm�2), followed by smaller values from
emissions of BC (�0.5Wm�2) and OC (�0.4Wm�2).

4.2. Global Mean Surface Temperature

[34] Figure 2 shows the global mean surface air temperature
resulting from the three-member ensemble of CM3 forced by

Table 1. Global Mean AOD, Absorption AOD, Sulfate AOD, Surface Air Temperature, Precipitation, and Aerosol RFP

1860a 2000b

2010c,f 2100d,f 2100e,f

RCP4.5 RCP4.5 RCP4.5**

AOD 0.1015 0.1440 0.1572 0.1222 0.1626
Absorption AOD 0.0043 0.0072 0.0079 0.0059 0.0084
Sulfate AOD 0.0215 0.0556 0.0657 0.0367 0.0688
Surface air temperature (K)g 286.9 285.9 287.5 289.7 288.8
Precipitation (mm day�1) 3.03 2.95 3.02 3.17 3.08
Aerosol RFP (W m�2)h N/A �1.78 (�2.9) �1.75 (�2.9) �0.49 (�0.9)
Sulfate RFP (W m�2)h N/A �1.74 (�2.1) �1.66 (�2.1) �0.61 (�0.6)
BC RFP (W m�2)h N/A +0.13 (�0.5) +0.03 (�0.6) �0.02 (�0.2)
OC RFP (W m�2)h N/A �0.38 (�0.4) �0.27 (�0.4) �0.02 (�0.0)

aMean values for years 1–200 of the 1860 control simulation of CM3.
bMean values for years 1996–2005 for the three-member ensemble of CM3 simulations with time-varying aerosol and aerosol precursor emissions

(all other forcings held at 1860 values). Note that these values differ from those that would be obtained from CM3 simulations including time variation
of all forcing agents.

cMean values for years 2006–2015 for the three-member ensemble of CM3 simulations forced by RCP4.5 (for all forcing agents).
dMean values for years 2091–2100 for the three-member ensemble of CM3 simulations forced by RCP4.5 (for all forcing agents).
eMean values for years 2091–2100 for the three-member ensemble of CM3 simulations forced by RCP4.5** (with aerosol and aerosol precursors held at

year 2005 values, but all other forcing agents following RCP4.5).
fNote that the RCP4.5/RCP4.5** simulations are initialized in year 2006 from the end of historical simulations, including time variation of all forcing

agents, and thus have a different present-day state from the historical aerosol-only simulations.
gGlobal mean surface air temperatures have been adjusted by subtracting the long-term drift (0.001 �C a�1) in the 1860 control simulation of CM3.
hRFP is calculated as the net radiative flux change at the top of the atmosphere in prescribed SST simulations with time-varying versus 1860 aerosol and

aerosol precursor emissions, as described in sections 3.1–3.2. Values in parentheses are RFP at the surface.
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historical emissions of BC, OC, and SO2 with all other forcing
agents, natural and anthropogenic, held constant at 1860 levels.
For the historical period, aerosol and aerosol precursor
emission changes result in 1.0 �C of global cooling, with
two thirds of the cooling occurring after 1940 and a leveling
off in the 1980s, just as SO2 emissions reach their maximum
(see Figure 1). The temperature response from the second
three-member ensemble integration where only the aerosol
activation into cloud water droplets (aerosol indirect
effects) sees the changing aerosols is shown by the dashed
blue line in Figure 2. Although both time series are quite
noisy, there is no statistically significant difference between
the solid and dashed blue lines during the historical period,
demonstrating that the aerosol cooling effect in CM3 results
essentially from the aerosol indirect effect.
[35] To summarize, during the historical period, the total

aerosol effect in CM3 results essentially from the aerosol
indirect effect, with the net direct effect (difference between
solid and dashed blue lines in Figure 2) being near zero. The
near-zero direct effect is a consequence of aerosol-induced
atmospheric absorption by BC being offset to a large extent
by OC and sulfate scattering. Although the direct effect
causes little change in surface temperature, it does have a

significant role in the hydrological cycle as explained in
section 5.3. The aerosol indirect effect is dominated by
changes in sulfate aerosol, as indicated by the large sulfate
RFP nearly matching the total aerosol RFP. The influence
of sulfate on surface temperatures in CM3 has been
confirmed by two additional sets of simulations, in which
only SO2 emissions or only BC emissions are allowed to
evolve in time, with all other forcing agents held constant
at 1860 values. These additional simulations result in
�1.1 �C of cooling at 1996–2005 in response to SO2

emission changes (nearly identical to the result of �1.0 �C
from the simulation with all aerosol and aerosol precursor
emissions changing), with no significant surface temperature
change resulting from historical changes in BC emissions.
[36] In Figure 2, we also compare the very different

global mean surface temperature responses of CM3, forced
by historical aerosol emissions, and our earlier climate
model, CM2.1, forced only by the aerosol direct effect
using specified sulfate, BC, and OC aerosol concentrations
[see Schwarzkopf and Ramaswamy, 2008 for CM2.1
experimental design]. Early in the historical record,
CM2.1 shows modest warming (0.1–0.2 �C), due to
increasing BC, that is followed by a modest cooling after
sulfate aerosol starts increasing strongly (for the sulfate
and BC time series, see Figure 2 of Horowitz [2006]).
By 2000, the net aerosol direct effect on CM2.1’s global
surface temperature is at most �0.1 �C of cooling. This is
a result of the strong BC absorption (warming) almost
canceling the strong sulfate scattering (cooling). CM2.1’s
very weak net aerosol direct effect is comparable with
the aerosol direct effect in CM3 where the more modest
historical increase in BC [Naik et al., 2012] is balanced
by our assumption in CM3 that BC and sulfate are inter-
nally, not externally, mixed. CM3’s much larger total aero-
sol effect (1.0 �C of surface cooling by 2005) is the result of
the model’s strong aerosol indirect effect, along with the
near cancellation of its OC, BC, and sulfate direct effects.

4.3. Global Mean Precipitation

[37] In Figure 3, we examine the CM3 historical response
of global mean precipitation to anthropogenic aerosol forc-
ing and compare it with the response to anthropogenic aero-
sols in CM2.1, which again is driven only by the aerosol di-
rect effect. Although both models show a significant
reduction in global precipitation, the reduction in CM3 is
three times the reduction in CM2.1. Both CM2.1 and CM3
(difference between solid and dashed blue lines) show a
similar 1% reduction in global mean precipitation during
the historical period when forced by only the aerosol direct
effect, although neither simulation shows significant global
mean surface cooling. Unlike the CM3 response for global
mean temperature (which is almost entirely due to the aerosol
indirect effect), only two thirds of the precipitation response
is due to the aerosol indirect effect (dashed blue line). Both
large-scale and convective precipitation in CM3 are reduced
in response to aerosols, with somewhat larger percent
reductions in large-scale (�3.7% for total aerosol effect,
�2.9% for indirect effect) versus convective precipitation
(�2.9% and �1.5%, respectively).
[38] We can explain the global mean precipitation change by

considering the atmospheric energy balance. The atmospheric
longwave cooling is primarily balanced by latent heating,
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Surface Temperature Change Versus 1861-1870
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Figure 2. Historical change in global mean surface air
temperature (at 2 m) simulated by CM2.1 (red shading for
three-member ensemble envelope and red line for ensemble
mean) and CM3 (blue shading for three-member ensemble
envelope and blue line for ensemble mean). Both models are
forced by changing concentrations (CM2.1) or emissions
(CM3) of sulfate (SO2 emissions in CM3), BC, and OC
aerosols whereas all other forcing agents, natural and
anthropogenic, are held fixed at 1860 (or 1861 for CM2.1)
values. In the case of CM2.1, natural aerosol concentrations
(dust, sea salt) are held constant; whereas in CM3, their
emissions are calculated interactively. Also shown (dashed
blue line) is mean surface air temperature change from a
three-member CM3 ensemble in which aerosol emission
changes affected only aerosol activation into cloud droplets
(aerosol indirect effect), whereas the radiation code (aerosol
direct effect) used climatological 1860 aerosol abundances.
All temperature changes were adjusted for drift in
corresponding 1860 control simulations. See section 3.1 for
details of model simulations.
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for which precipitation is a good proxy, and by atmospheric
absorption. Ming et al. [2010] argued that aerosols alter the
global mean precipitation in two ways. First, they decrease
surface temperature, leading to a cooler troposphere. In
turn, the cooler troposphere experiences less longwave
cooling [Allen and Ingram, 2002], thus requiring reduced
latent heating and precipitation to maintain energy balance.
Second, absorbing aerosols (mainly BC) directly heat the
atmosphere, offsetting a portion of the longwave cooling,
thus also reducing condensation heating and precipitation.
Both factors contribute to the drying present in CM2.1 and
CM3. The first effect (decreased surface temperature)
explains why the global mean precipitation reduction is
much smaller in CM2.1 than in CM3, owing to the much
smaller surface cooling in CM2.1. The second effect
(increased atmospheric absorption) is the primary source
of drying in CM2.1 and may partly explain the difference
between the CM3 aerosol indirect-only effect and the full
aerosol effect, which includes enhanced absorption by
carbonaceous aerosols and therefore increased drying.

5. Impact of Aerosols on the 21st Century Climate

[39] Before examining the CM3 response to projected
21st century (RCP4.5) decreases in BC and SO2 emissions,
we should address the fact that CM2.1, which had a very
modest global mean surface cooling in response to the
historical increase in BC and sulfate (Figure 2), showed a
strong warming in the second half of the 21st century in
response to the projected aerosol emissions in A1B [Levy

et al., 2008]. This strong aerosol response predicted by
CM2.1 for the 21st century was due to the A1B projection
of increasing BC and decreasing sulfate aerosols, both of
which produced significant positive radiative forcings and
therefore led to a significant net warming. Given that the
newer set of RCP projections all have decreases in both
BC and sulfate aerosols, the second caveat regarding
emission projection inconsistencies was clearly justified in
the 2008 paper. As we will see, so was the first caveat
regarding the potential role of aerosol indirect effects. For
the rest of this study, we use RCP4.5, which provides a con-
sistent set of well-mixed greenhouse gas concentrations and
short-lived anthropogenic emissions of gases and aerosols
[Clarke et al., 2007; Thomson et al., 2011; Meinshausen et
al., 2011]. Although nobody can predict the future out to
2100, RCP4.5 treats all of the emissions, both for well-
mixed greenhouse gases and for the short-lived species, in
a logical and consistent manner and makes credible assump-
tions about the relatively distant future.

5.1. AOD and Aerosol RFP

[40] Following the RCP4.5 scenario, aerosol and aerosol
precursor emissions decrease sharply during the 21st century
(Figure 1). As a result, AOD in CM3 decreases by approximately
25%, and sulfate burden (not shown) and sulfate AOD
decrease by almost 50% from present day (2006–2015) by
the end of the century (2091–2100; Table 1). Absorption
AOD (primarily from BC) decreases by approximately
25%. In the RCP4.5** simulation, in which aerosol and
aerosol precursor emissions are held constant at year 2005
levels, aerosol loadings and AOD are found to increase
modestly by approximately 5% during the 21st century, as
a result of changes in aerosol lifetime [Fang et al., 2011].
[41] As a result of the decrease in aerosol loading pro-

jected by the RCP4.5 scenario, aerosol RFP is dramatically
reduced in magnitude, from �1.75Wm�2 in (2006–2015) to
�0.49Wm�2 in (2091–2100), as shown in Table 1. As
was the case for the increase in the magnitude of aerosol
RFP during the historical period (section 4.1), SO2 emission
changes (and sulfate aerosol abundance changes) dominate
the change in aerosol RFP during the 21st century. The sur-
face aerosol RFP also diminishes in response to the de-
creased aerosol loading, from �2.9Wm�2 (2006–2015) to
�0.9Wm�2 (2091–2100).

5.2. Global Mean Surface Temperature

[42] Figure 4 shows the global mean surface temperature
response of CM3 following the RCP4.5 scenario and the
RCP4.5** scenario (in which BC, OC, and SO2 emissions
are fixed at year 2005 levels). Global mean surface temperatures
are projected by CM3 to increase by 2.2 �C during the 21st
century (Table 1), with 0.9 �C of that increase (40%) due
to the decrease in aerosol and aerosol precursor emissions
projected by RCP4.5. The warming due to the full RCP4.5
projection is comparable with that projected by CM2.1 for
the A1B scenario, although CO2 is 150 ppm higher in the
A1B scenario by 2100. This is a result of CM3’s stronger
aerosol effect (aerosol reduction resulting in a warming)
and stronger transient climate response [Winton et al., 2012;
Horowitz et al., 2013].
[43] The global mean warming resulting from 21st century

aerosol changes in CM3 (RCP4.5 � RCP4.5**, 0.9 �C) is
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Figure 3. Global mean percentage precipitation change
relative to (1861–1870) average simulated by CM2.1 (red
shading for three-member ensemble envelope and red line
for ensemble mean) and CM3 (blue shading for three-member
ensemble envelope, blue line for ensemble mean, blue dashed
line for three-member mean when only forced by aerosol
indirect effects). Both models are forced by changing
levels of sulfate, BC, and OC aerosols (emissions for CM3,
concentrations for CM2.1), whereas all other forcing agents,
natural and anthropogenic, are held fixed at 1860 (or 1861
for CM2.1) values. In the case of CM2.1, natural aerosol
concentrations (dust, sea salt) are held constant, whereas in
CM3 their emissions are calculated interactively. See text
for details.
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much larger than the comparable warming in CM2.1 (A1B
� A1B*, 0.4 �C). Although this increased response is in part
due to significant differences between the present-day distri-
butions of aerosols in the two models and between the A1B
and the RCP4.5 projections of future aerosol emission
changes, it is likely primarily the result of the strong aerosol
indirect effect in CM3 that is missing in CM2.1. The different
mixing-state assumptions in CM2.1 (external mixture)
and CM3 (internal mixture of sulfate and BC) modify the
magnitude of the direct effect, as demonstrated by Ocko
et al. [2012] for CM2.1.

5.3. Global Mean Precipitation

[44] In Figure 5, we show that the warming climate
in RCP4.5 enhances global mean precipitation, as expected,
by ~0.15mmday�1 by 2100. In our earlier study with
CM2.1 forced by A1B, global mean precipitation only
increased by 0.05mmday�1 [see Figure 8b of Levy et al.,
2008]. Unlike the earlier CM2.1 results where the changing
levels of aerosols (A1B � A1B*) were found to have no
statistically significant impact on precipitation [Figure 8 in
Levy et al., 2008], the precipitation differences between
the RCP4.5 and the RCP4.5** three-member ensembles
show clear statistical separation by 2050. The increase in
precipitation in RCP4.5 compared with RCP4.5** can be
explained by both a surface temperature warming from the
reduction in sulfate aerosols and a diminished atmospheric
absorption effect from the reduction in BC, both of which
should result in increased condensation heating (precipitation)
to maintain energy balance (see discussion in section 4.3). By
contrast, in CM2.1, the negligible global mean precipitation

difference between A1B and A1B* results from a balance
between the increased surface temperature effect on condensation
heating (precipitation) and the effect of increased atmospheric
BC absorption (decreased condensation heating), as discussed
in section 4.3. For further discussion of this topic, see Ming
et al. [2010].

5.4. Regional Surface Temperature

[45] Although the global mean responses are a useful first
check of a model’s response, the policy-based questions, not
to mention the more challenging scientific assessments,
require an examination of regional simulations. In Figure 6a,
we subtract the surface temperatures during Northern Hemi-
sphere summertime (June–August) at the end of the 21st cen-
tury in the RCP4.5** simulations from those for RCP4.5 to de-
termine CM3’s response to the RCP4.5-projected aerosol
emission reductions. The colored areas in Figure 6a repre-
sent regions where summertime surface temperatures show
a statistically significant response (at the 95% confidence level)
to projected aerosol changes.
[46] Both the current CM3 figure and the previous CM2.1

summertime temperature response to the A1B projections of
changes in short-lived species [see Figure 6f in Levy et al.,
2008] show significant warming across much of the
Northern Hemisphere with the strongest impacts over central
North America, Western Europe including the Mediterranean,
and Central Asia. Although CM3’s forced warming is
significantly stronger and statistically significant over a
wider area, the general regional patterns are similar between the
two models. As previously discussed, e.g., in the IPCC-AR4
report [Randall et al., 2007; Christensen et al., 2007], models
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Figure 4. Global mean annual surface temperature time
series simulated by CM3, which is forced by the historical
change in all radiative forcing agents from 1860 until 2005
(gray shading is a five-member ensemble envelope, and green
dots are annual means) and then from 2006 to 2100 by either
RCP4.5 (gray shading is three-member ensemble envelope,
and open black circles are annual means) or by RCP4.5**
(BC, OC, and SO2 emissions held fixed at 2005 values, the gray
shading is the three-member ensemble envelope, and the open
red circles are annual means). All of the surface temperature
data are plotted relative to the 1881–1920 average.
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Figure 5. Global mean annual precipitation time series
simulated by CM3, which is forced by the historical change
in all radiative forcing agents from 1860 until 2005 (gray
shading is a five-member ensemble envelope, and green
dots are annual means) and then from 2006 to 2100 by either
RCP4.5 (gray shading is three-member ensemble envelope,
and open black circles are annual means) or by RCP4.5**
(BC, OC, and SO2 emissions held fixed at 2005 values, the
gray shading is the three-member ensemble envelope, and the
open red circles are annual means). All of the precipitation data
are plotted relative to the 1881–1920 average.
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with ~200 km horizontal resolution are not expected to
realistically represent subcontinental regional detail. In our
CM2.1 study, the strongest U.S. summer response was in
the central United States; whereas in CM3, the strongest
summer response is in the western United States.
[47] We next compare the CM3 warming due to RCP4.5

aerosol reductions (Figure 6a) with the related distribution
of changes in tropospheric sulfate column (Figure 6b) and
sulfate optical depth (AOD; Figure 6c) during the 21st
century. We focus on sulfate because both calculations of
RFP (Table 1) and global mean surface temperature
response (Figure 2) show that the aerosol temperature
response in CM3 is dominated by sulfate aerosol. The pattern
of aerosol RFP (not shown, see Horowitz et al. [2013]) is
similar to the patterns of sulfate column and sulfate AOD
reductions, with maximum positive RFP occurring in
regions with large reductions in sulfate. The resulting RFP
pattern is similar to the direct forcing pattern found in
CM2.1 from the A1B changes in short-lived species,
primarily sulfate and BC aerosol [Figure 3b by Levy et al.,
2008]. As in the Levy et al. [2008] study using CM2.1, there
is little pattern correlation between the reduced sulfate
column (or sulfate AOD or RFP) and the surface tempera-
ture response in CM3. Although A1B and RCP4.5 have
many differences, they both agree that the major 21st century
changes in aerosols are found over East and South Asia.
Similarly, both CM2.1 and CM3 have their strongest
surface temperature responses over North America, Western
Europe, and parts of Russia, not over South and East Asia.

5.5. Regional Precipitation

[48] In Figure 6d, we examine the regional distribution of
the CM3 precipitation response to the aerosol reductions
projected by RCP4.5 and compare that distribution with
the distribution of sulfate column changes in Figure 6b. Un-
like the previous case of surface temperature, the maximum
precipitation response over land correlates strongly with the
reduction in the sulfate column, particularly over South and
East Asia. Statistically significant precipitation changes are
primarily limited to these regions.Most of the dark red and blue
areas outside Asia in Figure 6d are not statistically significant at
the 95% confidence level, particularly over the tropical ocean.
Bollasina et al. [2011] argued that aerosols in CM3 weaken
the region’s monsoonal circulation and rainfall by preferen-
tially shielding the Northern Hemisphere from solar heating.
Our result that removing aerosols enhances the South and
East Asian summertime rainfall in the same model is consis-
tent with that argument. Other studies have identified vari-
ous mechanisms contributing to the regional response of In-
dian monsoon precipitation to aerosol forcing in different
models, including a larger role for absorbing aerosols
[Wang et al., 2009] and anomalous anticyclonic flow around
the Indian subcontinent associated with localized sea-level
pressure changes [Shindell et al., 2012].
[49] In Figure 7, we focus on the area outlined by the

black box in Figure 6d and considered the summertime
(June–August) precipitation time series for that region in
RCP4.5 and RCP4.5**. Clearly, these two time series, while
highly variable, separate by 2050. By 2100, the RCP4.5 global
reductions in aerosols lead to an increase in precipitation over
East Asia of ~1mmday�1. Interestingly, the 1.3 �C of global

Figure 6. (a) Surface air temperature warming (�C) during
Northern Hemisphere summer (June–August) due to
RCP4.5-projected changes in aerosol and aerosol precursor
emissions, calculated by subtracting a three-member
ensemble simulation of CM3 forced by RCP4.5** from
a three-member ensemble simulation of CM3 forced by
RCP4.5, both ensembles averaged over 2091–2100.
(b) Annual average change in sulfate column (mg S m�2) due
to RCP4.5-projected changes in aerosol and aerosol precursor
emissions, calculated by subtracting a three-member ensemble
simulation of CM3 forced by RCP4.5** from a three-member
ensemble simulation of CM3 forced by RCP4.5, both
ensembles averaged over 2091–2100. (c) Annual mean
change in AOD (at 550 nm) from sulfate aerosols due to
RCP4.5-projected changes in aerosol and aerosol precursor
emissions, calculated by subtracting a three-member ensemble
simulation of CM3 forced by RCP4.5** from a three-member
ensemble simulation of CM3 forced by RCP4.5, both
ensembles averaged over 2091–2100. (d) Annual mean
precipitation change (mm day�1) due to changes in aerosol
and aerosol precursor emissions, calculated by subtracting a
three-member ensemble simulation of CM3 forced by
RCP4.5** from a three-member ensemble simulation of
CM3 forced by RCP4.5, both ensembles averaged for
2091–2100.
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warming associated with the RCP4.5** scenario (Figure 4,
Table 1) results in a very modest ~0.2mmday�1 of increased
precipitation over East Asia. This regional CM3 precipitation
response is dominated by the reduction in sulfate and
BC aerosols.

6. Summary and Conclusions

6.1. Historical Impact of Aerosols (1860–2005)

[50] 1. For temperature, we find that the total effect of
anthropogenic aerosols in CM3 is driven by the aerosol indirect
effect, with the net direct effect being near zero and the indirect
effect being dominated by changes in sulfate aerosol.
[51] 2. Although CM3 and CM2.1 both have very small

global mean surface temperature responses to their net
aerosol direct effect (~0.1 �C or less of cooling), the very
strong aerosol indirect effect in CM3 results in 1.0 �C of
total cooling from historical changes in aerosol and aerosol
precursor emissions by 2005.
[52] 3. The global precipitation decrease in CM3 in

response to the large historical increases in anthropogenic
aerosols is three times larger than that in CM2.1, again due
to the strong aerosol indirect effect in CM3.

6.2. Projected 21st Century Impact of Aerosols (2006–2100)

[53] 1. CM3, driven by emission reductions in anthropo-
genic aerosols and their precursors projected by RCP4.5,
produces ~1 �C of additional global mean warming by
2100, more than twice the response in CM2.1 driven by A1B.

[54] 2. As was the case with CM2.1, CM3’s highly non-
uniform surface warming patterns driven by aerosol forcing
are uncorrelated with the spatial distribution of the aerosol
column reductions. For temperature, the indirect effect of
sulfate is the primary aerosol driver.
[55] 3. In CM3, emission reductions of anthropogenic

aerosols and their precursors projected by RCP4.5 produce
~0.1mmday�1 of additional precipitation by the end of the
21st century, whereas the previous results for the impact of
A1B-projected aerosol changes in CM2.1 showed no statis-
tically significant precipitation response.
[56] 4. Unlike temperature, the largest precipitation

increases in CM3 are colocated with the greatest decreases
in sulfate aerosols, in and downwind of Asia, where we find
precipitation in East and South Asia increasing by ~1.0mm
day�1 through the second half of the 21st century.

6.3. Conclusions

[57] Using the new GFDL chemistry-climate model, CM3,
we arrive at the following conclusions:
[58] 1. Projected 21st century aerosol emission changes

have even stronger impacts on future temperature and pre-
cipitation than previously concluded by Levy et al. [2008].
[59] 2. The inclusion of aerosol indirect effects in CM3

greatly enhances the impacts of aerosols on both temperature
and precipitation.
[60] 3. The response of surface temperature to aerosols is

dominated by sulfate, as demonstrated by RFP calculations
and sensitivity simulations in which only SO2 emissions
vary historically, whereas precipitation responds to both
the sulfate-driven temperature effect and the BC-driven
atmospheric absorption.
[61] 4. We believe that the RCP4.5 projection, which treats

all of the short-lived emissions and well-mixed concentrations
in a self-consistent manner, is more credible than the previous
A1B scenarios that did not include several critical short-lived
species. Nonetheless, there are still important caveats associ-
ated with emissions that are discussed in the next section.

6.4. Caveats

[62] Caveat 1 from Levy et al. [2008] concerned the lack
of an aerosol indirect effect in CM2.1. Aerosol indirect
effects are critical and must be included in any assessment
of aerosol impacts on climate.
[63] Caveat 2 from Levy et al. [2008] concerned the lack

of a consistent treatment of aerosol and aerosol precursor
emissions in A1B. Although the RCP4.5 21st century
projections of aerosol and aerosol precursor emissions are still
uncertain, they at least used logically consistent assumptions
across the projections for both the short-lived species
emissions and well-mixed greenhouse gas concentrations.
[64] Caveat 3 from Levy et al. [2008] concerned the model

dependence of patterns of regional temperature response.
Continental-scale patterns seem to be quite robust between
CM2.1 and CM3, but model resolution remains an issue
for subcontinental regional climate responses.
[65] The current caveats are as follows:
[66] 1. Emissions of BC and OC are still quite uncertain.

In particular, the past, present, and future levels of OC are
highly uncertain. The good news is that BC and OC tend
to cancel each other’s direct forcing, and sulfate tends to
dominate the indirect effect.
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Figure 7. Precipitation (mm day�1) simulated by CM3,
averaged over the area outlined in the black box in Figure 6d
during Northern Hemisphere summer (June–August). CM3
is forced by the historical change in all radiative forcing
agents from 1860 until 2005 (gray shading is a five-member
ensemble envelope, and green dots are annual means) and
then from 2006 to 2100 by either RCP4.5 (gray shading is
three-member ensemble envelope, and open blue circles
are annual means) or byRCP4.5**(BC,OC, and SO2 emissions
held fixed at 2005 values, the gray shading is the three-member
ensemble envelope and the open red circles are annual means).
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[67] 2. We did not consider nitrate aerosol forcing.
Although nitrate aerosol is not likely to have played a signif-
icant role up until now, it may grow in importance if sulfate,
BC, and OC levels all decline [Bauer et al., 2007; Bellouin
et al., 2011].
[68] 3. Although reasonably confident of the strength of

our first indirect aerosol effect in CM3, we know that our
representation of the second indirect effect (“cloud
lifetime effect”) is incomplete and suspect that it and our
total aerosol effect are too strong [Ackerman et al., 2004;
Quaas et al., 2009; Guo et al., 2011].

7. Final Statement

[69] Based on all of the current RCP’s, we conclude that
the historical increases in global levels of OC, BC, and
sulfate are expected to reverse significantly during the
21st century as the developing economies apply existing
pollution control technology to clean up their own air.
Whatever atmospheric heating has been currently masked
by the rising levels of aerosols will then be exposed.
[70] Until we determine or at least narrow the range

of either our estimate of the transient climate response of
the earth’s climate to well-mixed greenhouse gases or the
associated magnitude of the total “aerosol effect” on the
earth’s climate [Kiehl, 2007;Knutti, 2008], we will not be able
to credibly narrow the estimated impact of anthropogenic
aerosols on climate as well as the overall climate response
to projected 21st century anthropogenic emissions of all
radiative species.
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