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Abstract

The recognition capabilities of current state-of-the-art
3D models are limited by datasets with a small number
of annotated data and a pre-defined set of categories. In
its 2D counterpart, recent advances have shown that simi-
lar problems can be significantly alleviated by employing
knowledge from other modalities, such as language. In-
spired by this, leveraging multimodal information for 3D
modality could be promising to improve 3D understand-
ing under the restricted data regime, but this line of re-
search is not well studied. Therefore, we introduce ULIP to
learn a unified representation of images, texts, and 3D point
clouds by pre-training with object triplets from the three
modalities. To overcome the shortage of training triplets,
ULIP leverages a pre-trained vision-language model that
has already learned a common visual and textual space
by training with massive image-text pairs. Then, ULIP
learns a 3D representation space aligned with the com-
mon image-text space, using a small number of automat-
ically synthesized triplets. ULIP is agnostic to 3D back-
bone networks and can easily be integrated into any 3D
architecture. Experiments show that ULIP effectively im-
proves the performance of multiple recent 3D backbones by
simply pre-training them on ShapeNet55 using our frame-
work, achieving state-of-the-art performance in both stan-
dard 3D classification and zero-shot 3D classification on
ModelNet40 and ScanObjectNN. ULIP also improves the
performance of PointMLP by around 3% in 3D classifi-
cation on ScanObjectNN, and outperforms PointCLIP by
28.8% on top-1 accuracy for zero-shot 3D classification on
ModelNet40. Our code and pre-trained models are released
at https://github.com/salesforce/ULIP.

* Contact: lxue@salesforce.com

1. Introduction
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Figure 1. Illustration of ULIP. ULIP improves 3D understand-
ing by aligning features from images, texts, and point clouds in
the same space. To reduce the demand of 3D data, ULIP lever-
ages image and text encoders that are pre-trained with large-scale
image-text pairs, and aligns 3D representation to the pre-aligned
image-text feature space using a small scale of training triplets.

3D visual understanding research [6, 12, 16, 17, 24, 25]
is drawing significant attention in recent years due to the
increasing demand of real-world applications such as aug-
mented/virtual reality [1, 27, 31, 46], autonomous driv-
ing [23, 57] and robotics [2, 48]. However, compared to
their 2D counterpart, 3D visual recognition research is still
limited by datasets with a small number of samples and a
small set of pre-determined categories [45, 51]. For exam-

ar
X

iv
:2

21
2.

05
17

1v
4 

 [
cs

.C
V

] 
 1

2 
Ju

n 
20

23

https://tycho-xue.github.io/ULIP/
https://github.com/salesforce/ULIP


ple, ShapeNet55 [3], one of the largest publicly available
3D datasets, only contains around 52.5k samples of 3D ob-
jects with 55 category labels. That is in contrast to the 2D
domain, where ImageNet [7] contains millions of images
that cover thousands of categories. This scale limit of 3D
data, caused by the high cost of 3D data collection and an-
notation [3,11,51,58], has been hindering the generalization
of 3D recognition models and their real-world applications.

To tackle the shortage of annotated data, existing work
in other domains shows that employing knowledge from
different modalities can significantly help the concept un-
derstanding in the original modality [39, 53]. Among such
work, CLIP [39] pioneered alignment between visual and
textual features by pre-training on large-scale image-text
pairs. It improves state-of-the-art visual concept recogni-
tion and enables zero-shot classification of unseen objects.
However, multimodal learning that involves 3D modality,
and whether it can help 3D recognition tasks are still not
well studied.

In this paper, we propose Learning a Unified Represen-
tation of Language, Images, and Point Clouds (ULIP). An
illustration of our framework is shown in Figure 1. Ob-
taining a unified representation space of all three modalities
requires large-scale triplets of image, text, and point cloud
as training data. However, such triplets remain hard to col-
lect compared to the large-scale image-text pairs available.
To circumvent the lack of triplet data, we take advantage
of a vision-language model pretrained on massive image-
text pairs, and align the feature space of a 3D point cloud
encoder to the pre-aligned vision/language feature space.
When training the 3D encoder for space alignments, we
use a small number of automatically synthesized triplets
from ShapeNet55 [3] without requiring manual annotations.
Making use of a pretrained vision-language model lets us
leverage the abundant semantics captured in the image-text
feature space for 3D understanding. Our framework uses
CLIP as the vision and language model because of its ex-
cellent generalization performance. During pre-training, we
keep the CLIP model frozen and train the 3D encoder by
aligning the 3D feature of an object with its correspond-
ing textual and visual features from CLIP using contrastive
learning. The pre-trained 3D backbone model can be fur-
ther fine-tuned for different downstream tasks.

ULIP has three major advantages. First, ULIP can sub-
stantially improve the recognition ability of 3D backbone
models. Second, ULIP is agnostic to the architecture of
3D models; therefore, we can easily plug in any 3D back-
bones and improve them with ULIP. Third, aligning three
modalities in the same feature space can potentially enable
more cross-domain downstream tasks, including zero-shot
3D classification and image-to-3D retrieval.

We quantitatively evaluate ULIP on two fundamental 3D
tasks: standard 3D classification and zero-shot 3D classi-

fication. We experiment with recent 3D networks includ-
ing PointNet++ [36], PointMLP [29] and PointBERT [58].
Experimental results show that ULIP achieves state-of-the-
art (SOTA) performance for both standard 3D classifica-
tion and zero-shot 3D classification on ModelNet40 and
ScanObjectNN. Specifically, ULIP surpasses PointMLP
by around 3% in standard 3D classification on ScanOb-
jectNN [45]. ULIP also outperforms PointCLIP [59] (the
previous SOTA) by around 28.8% top-1 accuracy in zero-
shot 3D classification on ModelNet40. Moreover, we show-
case the potential of applying ULIP on the image to point
cloud retrieval task. Qualitative evaluation demonstrate our
promising potential for cross-modal applications.

2. Related Work
Multi-modal Representation Learning. Most existing
multimodal approaches are about image and text modali-
ties. Among these methods, one line of research focuses
on learning interaction between image regions and caption
words [4, 18, 19, 21, 28, 43] using transformer-based archi-
tectures. These methods show great predictive capability
while being costly to train. The other line of research, such
as CLIP [39], uses image and text encoders to output a sin-
gle image/text representation for each image-text pair, and
then aligns the representations from both modalities. This
simple architecture makes training with massive noisy web
data efficient, facilitating its zero-shot generalization capa-
bility.

The success of CLIP has promoted many image-text re-
lated research directions, including text-based image ma-
nipulation [34], open vocabulary object detection [10, 13]
and language grounding [20]. Some recent works explore
how multi-modal information can help 3D understanding
and show promising results [5, 56]. The most related
method to our work is PointCLIP [59]. It first converts
the 3D point cloud into a set of depth maps and then lever-
ages CLIP directly for zero-shot 3D classification. Unlike
PointCLIP, which targets reshaping the task of point cloud
and text matching to image and text alignment, our method
learns a unified representation among images, texts, and
point clouds that substantially improves 3D understanding.
3D Point Cloud Understanding. There are mainly two
streams of research lines for point cloud modeling. One is
projecting a point cloud into 3D voxels [30, 42] and then
using 2D/3D convolutions for feature extraction. Point-
Net [35] explores ingesting 3D point clouds directly. It
extracts permutation-invariant feature from the point cloud
that significantly impacts point-based 3D networks. Point-
Net++ [36] proposes a hierarchical neural network that ex-
tracts local features with increasing contextual scales. Re-
cently, PointMLP [29] proposes a pure residual MLP net-
work and achieves competitive results without integrating
sophisticated local geometrical extractors. Moreover, self-



supervised learning for 3D point clouds has also shown
promising performance in 3D understanding field. Point-
BERT [58] adopts mask language modeling from BERT [8]
to the 3D field, where it tokenizes 3D patches using an ex-
ternal model, randomly masks out 3D tokens, and predicts
them back during pre-training. A more recent work, Point-
MAE [33], directly operates the point cloud by masking out
3D patches and predicting them back using L2 loss. Our
method is orthogonal to the above 3D encoders. Their per-
formance on 3D recognition can be potentially improved by
ULIP with no/minor modification.

3. Learning a Unified Representation of Lan-
guage, Images, and Point Clouds

ULIP learns a unified representation space of language,
images, and 3D point clouds via pre-training on triplets
from these three modalities. In this section, we first intro-
duce how we create such triplets for pre-training. Then, we
present our pre-training framework.

3.1. Creating Training Triplets for ULIP

We build our dataset of triplets from ShapeNet55 [3],
which is one of the most extensive public 3D CAD datasets.
ShapeNet55 is the publicly-available subset of ShapeNet. It
contains around 52.5K CAD models, each of which is as-
sociated with metadata that textually describes the semantic
information of the CAD model. For each CAD model i in
the dataset, we create a triplet Ti : (Ii, Si, Pi) of image Ii,
text description Si and point cloud Pi. ULIP will then use
these triplets for pre-training.
Point Cloud Generation. We directly use the generated
point cloud of each CAD model in ShapeNet55. We uni-
formly sample Np points from the original point cloud.
During pre-training, standard data augmentation techniques
of 3D point clouds are performed, including random point
drop, random scaling point cloud, shift point cloud and ro-
tate perturbation. Then a 3D encoder takes the augmented
point cloud Pi as input and outputs its 3D representation hP

i

via
hP
i = fP (Pi), (1)

where fP (·) represents the 3D backbone encoder.
Multi-view Image Rendering. ShapeNet55 CAD models
do not come with images. To obtain images that semanti-
cally align well with each CAD model, we synthesize multi-
view images of each CAD model by placing virtual cameras
around each object and rendering the corresponding RGB
images and depth maps from each viewpoint.1 Specifically,
we render an RGB image with a depth map for every 12
degrees. Therefore, we get 30 RGB images and 30 depth

1We utilize the following repository with their default settings in prac-
tice.
https://github.com/panmari/stanford-shapenet-renderer

maps for each object, 60 image candidates in total. Dur-
ing each iteration of pre-training, we randomly select one
image or depth map from each CAD model’s 60 renderred
candidates as Ii and take Ii as input of the image encoder
fI(·) to extract the image feature hI

i ,

hI
i = fI(Ii). (2)

Text Generation. We leverage the metadata that comes
with each CAD model as the corresponding text descrip-
tion. The metadata includes a synset of taxonomy as a tex-
tual description of each CAD model. For each word in the
metadata, we adopt simple prompts to construct meaning-
ful sentences that will be utilized during pre-training. We
follow prior works [10, 13] that use 63 prompts such as ”a
picture of [WORD]” in image-text pre-training tasks and
additionally add a dedicated prompt “a point cloud model of
[WORD]” to accommodate the 3D modality. In each train-
ing iteration, we randomly choose a word from the metadata
and apply the 64 templates on the word to build a set of text
descriptions, Si. Then we input Si into our text encoder
fS(·) and get a set of representations, respectively. Finally,
we conduct average pooling over the set of outputs as the
text-domain representation hS

i of object i,

hS
i = Avg(fS(Si)). (3)

3.2. Aligning Representations of Three Modalities

With the created triplets of image, text, and point cloud,
ULIP conducts pre-training to align representations of all
three modalities into the same feature space. Specifically,
we take advantage of pre-trained vision-language models,
i.e., CLIP, and train a 3D encoder by aligning the 3D fea-
ture with the features of image and text encoders (fI(·) and
fS(·)) of CLIP. By doing so, we hope that the abundant se-
mantics already captured and aligned by CLIP’s encoders
can be employed for better 3D understanding. The result-
ing unified feature space enables numerous cross-modal ap-
plications among these three modalities and potentially im-
proves the 3D recognition performance of the underlying
3D backbone encoder fP (·).
Cross-modal Contrastive Learning. As shown in Figure
2, for an object i, features hI

i , hS
i and hP

i are extracted from
image, text, and 3D point cloud encoders. Then contrastive
loss among each pair of modalities is computed as follows,

L(M1,M2) =
∑
(i,j)

−1

2
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Figure 2. Illustration of our method. The inputs of multimodal pre-training (Left) are a batch of objects represented as triplets (image, text,
point cloud). Image and text features are extracted from a pre-trained (frozen) vision and language model such as CLIP, and 3D features
are extracted from a 3D encoder. Contrastive losses are applied to align the 3D feature of an object to its image and text features during
pre-training. The pre-trained 3D encoders are further fine-tuned in downstream tasks, including standard 3D classification (Top Right) and
zero-shot 3D classification (Bottom Right).

where M1 and M2 represent two modalities and (i, j) indi-
cates a positive pair in each training batch. We use a learn-
able temperature parameter τ as well, similar to CLIP [39].

Finally, we minimize L(M1,M2) for all modality pairs
with different coefficients,

Lfinal = αL(I,S) + βL(I,P ) + θL(P,S). (5)

By default, α is set to be constant 0, β and θ are set to be
1 equally; because during pre-training, we find that if we
update CLIP’s image and text encoders, catastrophic for-
getting will emerge due to our limited data size. This will
lead to a significant performance drop when applying ULIP
to downstream tasks. Therefore we freeze the weights of
fS(·) and fI(·) during the entire pre-training and only up-
date fP (·) with Lfinal.

4. Experiments
To demonstrate the benefits of pre-training 3D backbone

networks using ULIP, we conduct experiments on two 3D
tasks: a standard 3D classification task that involves a single
modality and a zero-shot 3D classification task that involves
multimodal inputs. In this section, we first present ex-
perimental settings, including our experimenting 3D back-
bones, downstream datasets, and implementation details.
Then we present the quantitative results of standard 3D
classification and zero-shot 3D classification, respectively.

Lastly, we include analyses of our model and show results
on cross-modal retrieval.

4.1. 3D Backbone Networks

We experiment with the following 3D backbone net-
works under our framework.
PointNet++ [36] is an advanced version of PointNet [35].
It uses a hierarchical structure to better capture the local
geometry of the point cloud, and becomes the cornerstone
of many point cloud applications.
PointBERT [58] utilizes a transformer architecture for
point cloud feature extraction. It improves its recogni-
tion ability by conducting self-supervised pre-training on
ShapeNet55.
PointMLP [29] is the SOTA method on standard 3D clas-
sification task. It uses a residual MLP network with a
lightweight geometric affine module to better capture local
geometric features.

4.2. Downstream Datasets

We use the following two datasets for both standard and
zero-shot 3D classification.
ModelNet40 is a synthetic dataset of 3D CAD models. It
contains 9,843 training samples and 2,468 testing samples,
covering 40 categories.2

2For each CAD model, we utilized preprocessed point cloud from [29].



Model Overall Acc Class-mean Acc

PointNet [35] 68.2 63.4
PointNet++ [36] 77.9 75.4
DGCNN [49] 78.1 73.6
MVTN [15] 82.8 –
PointBERT [58] 83.1 –
RepSurf-U [40] 84.6 –
PointMAE [33] 85.2 –
RepSurf-U (2x) [40] 86.0 –

PointBERT [58] 83.1 –
PointBERT + ULIP 86.4 (↑ 3.3) –

PointMLP [29] 85.7 84.4
PointMLP+ ULIP 88.8 (↑ 3.1) 87.8 (↑ 3.4)

PointMLP † 86.5 85.1
PointMLP †+ ULIP 89.4 (↑ 2.9) 88.5 (↑ 3.4)

Table 1. 3D classification results on ScanObjectNN. ULIP signifi-
cantly improves our baselines. Our best result outperforms SOTA
largely by around 3% on Overall Acc. †indicates a model uses 2K
sampled points and all others use 1K sampled points.

ScanObjectNN is a dataset of scanned 3D objects from the
real world. It contains 2,902 objects that are categorized
into 15 categories. It has three variants: OBJ ONLY in-
cludes ground truth segmented objects extracted from the
scene meshes datasets; OBJ BJ has objects attached with
background noises and Hardest introduces perturbations
such as translation, rotation, and scaling to the dataset [45].3

4.3. Implementation Details

Pre-training. For the 3D input, we uniformly sample
Np = 1024, 2048, or 8192 points for accommodating the
requirements of different backbones. The inputs of image
and text modalities are generated as described in Section
3.1. During pre-training, we utilize an advanced version of
CLIP, namely SLIP [32], that shows superior performance
as our image-text encoders. As mentioned in Section 3.2,
we freeze the image and text encoders and only update
the 3D encoder’s parameters during pre-training. ULIP is
trained for 250 epochs. We use 64 as the batch size, 10−3

as the learning rate, and AdamW as the optimizer.

Standard 3D Classification. On ModelNet40, we use the
learning rate as 0.00015 and fine-tune our model for 200
epochs, with the batch size as 24 for PointNet++. For
PointMLP, we set the learning rate as 0.1 and fine-tune the
model for 300 epochs, with the batch size as 32.

On ScanObjectNN, we use the learning rate of 0.03 and
finetune for 350 epochs with batch size 32 for PointMLP.
For PointBERT, we use the learning rate of 0.0002 and fine-
tune for 300 epochs with batch size 32.

3We used the variants provided by [58] in our experiments.

Zero-Shot 3D Classification. Following [59], zero-shot
3D classification is conducted by measuring distances be-
tween the 3D features of an object and the text features of
category candidates. The category that introduces the small-
est distance is selected as the predicted category, as shown
in Figure 2. We use our pre-trained models as they are when
performing zero-shot classification. There is no finetuning
stage involved. We keep using the same prompt strategy as
it is during pre-training when constructing text features for
each category candidate in this task.

All of our experiments are conducted using PyTorch.
Pre-training and finetuning experiments use 8 and 1 A100
GPUs, respectively.

4.4. Standard 3D Classification

We demonstrate the effectiveness of ULIP by improving
different 3D classification baselines. We follow the original
settings of the baselines in our experiments. When apply-
ing ULIP, the only difference is that we pre-train the 3D
networks under our framework before finetuning them with
the labeled point cloud. Since the structure of the 3D back-
bone is unchanged, our framework does not introduce ex-
tra latency during inference time. For all experiments, we
follow the community practice of using OA (Overall Accu-
racy) and mAcc (Class Average Accuracy) as our evaluation
metrics.

Experimental Results. We present the standard 3D clas-
sification performances of our baselines and our methods on
ScanObjectNN in Table 7. As shown, the performances of
our baselines are significantly improved by ULIP. Specifi-
cally, our framework improves PointBERT and PointMLP
significantly by around 3%. When we apply ULIP on the
strongest backbone, PointMLP, ULIP+PointMLP† achieves
the new SOTA performance, and outperforms previous
SOTA, RepSurf-U(2×), by 3.4% Overall Accuracy.

In Table 2, we show the standard 3D classification results
on ModelNet40. Unlike ScanObjectNN, which contains
scans of real objects, ModelNet40 is a synthetic dataset thus
it is easier for classification. The Overall Accuracy of recent
methods is already saturated around 94% on this dataset.
Even in such a scenario, from Table 2 we can see that ULIP
is still able to improve the Overall Accuracy of all of our
baselines. Among them, ULIP+PointMLP* achieves a new
SOTA. For the class-mean accuracy metric, we also ob-
serve decent performance improvement when using ULIP
and achieves a new SOTA as well.

4.5. Zero-Shot 3D Classification

By aligning the 3D representation with text and image
representations, ULIP also enables the 3D backbone net-
works to conduct tasks involving multiple modalities. We
evaluate zero-shot 3D classification in this section.



Model Overall Acc Class-mean Acc

PointNet [35] 89.2 86.0
PointCNN [22] 92.2 -
SpiderCNN [55] 92.4 -
PointConv [50] 92.5 -
Point Transformer [60] 92.8 -
KPConv [44] 92.9 -
DGCNN [47] 92.9 90.2
PCT [14] 93.2 -
RS-CNN* [26] 93.6 -
GDANet [54] 93.8 -
GBNet [38] 93.8 91.0
MTVN [15] 93.8 92.0
RPNet [41] 94.1 -
CurveNet [52] 94.2 -

PointNet++(ssg) 90.7 -
PointNet++(ssg) + ULIP 93.4 (↑ 2.7) 91.2

PointBERT 93.2 -
PointBERT + ULIP 94.1 (↑ 0.9) -

PointMLP 94.1 91.3
PointMLP + ULIP 94.3 (↑ 0.2) 92.3 (↑ 1.0)

PointMLP* 94.5 91.4
PointMLP* + ULIP 94.7 (↑ 0.2) 92.4 (↑ 1.0)

Table 2. Standard 3D classification results on ModelNet40. ULIP
significantly improves our baselines. Our best number achieves
new SOTA. * means a voting technique is applied to the method
to boost performance.

PointCLIP is the first work and the current SOTA for
zero-shot 3D classification. It conducts zero-shot 3D clas-
sification by first converting a 3D point cloud into 6 orthog-
onal depth maps, then using CLIP’s image encoder to get
ensembled depth map features, and finally using CLIP to
match text and depth map features for zero-shot classifica-
tion. We use it as our major baseline and follow its evalu-
ation protocol in this task. For all experiments, we report
top-1 and top-5 OA (Overall Accuracy).

Evaluation Sets. To perform a fair comparison with
PointCLIP, we evaluate zero-shot 3D classification on the
entire test sets of both ModelNet40 and ScanObjectNN. We
refer to this set as ALL.

Besides, we notice that there are some common classes
between our pre-train dataset, ShapeNet55, and Model-
Net40. Evaluations on these common classes might intro-
duce an unfair comparison of zero-shot performance. To
deal with this issue, we create two more sets in Model-
Net40, referred to as Medium and Hard for evaluation.
Medium set: We remove the ModelNet40 categories whose
exact category names exist in our pre-training category list.
Hard set: In the “Medium” category list, there are still some
category names that are synonyms to the pre-training cat-
egories, such as ’cup’ vs. ’mug’ and ’chair’ vs. ’stool.’

Therefore, for the “Hard” ModelNet40 category list, we re-
move the categories from the “Medium” list with semanti-
cally similar counterparts in pre-training categories.
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Figure 3. Data efficiency comparison. The X axis indicates the
percentage of samples used for training and Y axis denotes the
overall accuracy. Both PointMLP and PointBERT are significantly
improved when pre-training with ULIP.

Experimental Results. We present the zero-shot 3D clas-
sification results on ModelNet40 in Table 4 and the results
on ScanObjectNN in Table 5. We can see that all ULIP-
based methods significantly outperform our major base-
line, PointCLIP, by a large margin in every evaluation set.
Specifically, on the Hard set, our best performing method,
ULIP + PointBERT, outperforms PointCLIP by around 29%
in top-1 accuracy. It also indicates that the superior per-
formance of ULIP-based methods is not caused by pre-
training the model on exact/similar categories as the target
categories. Instead, it suggests that aligning the representa-
tions of different modalities can benefit the recognition of
rare categories in general. Results in Table 5 demonstrate
that ULIP-based methods consistently surpass PointCLIP
on real scanned objects. Furthermore, all of the 3D back-
bones outperform the SOTA zero-shot method, PointCLIP,
by ∼30% with the help of our ULIP framework.

4.6. Analyses

Align Representations, Three Modalities or Two? As
described in Eq. 5, ULIP by default aligns the 3D represen-
tation with both the text and image representations during
pre-training. We wonder to what extent ULIP will still work
if we align the 3D representation to only the text feature or
image feature alone. In this section, we conduct an ablation
study for ULIP by aligning two rather than three modali-
ties in zero-shot settings. Results are shown in Table 6 and



Model Modalitiy aligned
ALL Medium Hard

top1 top5 top1 top5 top1 top5

PointNet++ ssg + ULIP P+T 44.9 70.3 17.2 55.0 20.3 50.1
PointNet++ ssg + ULIP P+I 35.3 67.2 33.6 62.4 30.1 55.1
PointNet++ ssg + ULIP P+I+T 55.7 75.7 35.6 64.4 33.7 55.8

PointNet++ msg + ULIP P+T 48.0 63.8 17.8 42.3 21.3 40.7
PointNet++ msg + ULIP P+I 36.4 64.4 34.7 59.0 31.0 52.0
PointNet++ msg + ULIP P+I+T 58.4 78.2 36.9 67.2 33.9 59.6

PointMLP + ULIP P+T 52.2 73.0 23.3 60.8 18.1 52.2
PointMLP + ULIP P+I 34.6 64.3 31.3 61.7 27.0 53.7
PointMLP + ULIP P+I+T 61.5 80.7 43.2 72.0 36.3 65.0

PointBERT + ULIP P+T 44.7 66.0 19.4 49.3 14.7 39.3
PointBERT + ULIP P+I 35.5 66.9 35.0 64.4 34.1 59.1
PointBERT + ULIP P+I+T 60.4 84.0 40.4 72.1 37.1 66.3

Table 3. Analysis of aligning three vs. two modalities on zero-shot 3D classification on ModelNet40. Results show that aligning represen-
tations of three modalities always produces better results than two modalities.

Model
ALL Medium Hard

top-1 top5 top-1 top-5 top-1 top-5

PointCLIP 20.2 – 10.4 – 8.3 –

PointNet++(ssg) + ULIP 55.7 75.7 35.6 64.4 33.7 55.8
PointNet++(msg) + ULIP 58.4 78.2 36.9 67.2 33.9 59.6
PointMLP + ULIP 61.5 80.7 43.2 72.0 36.3 65.0
PointBERT + ULIP 60.4 (↑ 40.2) 84.0 40.4 (↑ 30.0) 72.1 37.1 (↑ 28.8) 66.3

Table 4. Zero-shot 3D classification on ModelNet40. ULIP-based methods outperform the previous SOTA (PointCLIP) by a very large
margin in different evaluation sets.

Model
ALL

top-1 top-5

PointCLIP 15.4 –

PointMLP + ULIP 44.6 82.3
PointNet++(ssg) + ULIP 45.6 73.8
PointBERT + ULIP 48.5 79.9
PointNet++(msg) + ULIP 49.9 (↑ 34.5) 78.8

Table 5. Zero-shot 3D classification on ScanObjectNN. ULIP-
based methods outperform the previous SOTA (PointCLIP) by a
very large margin (at least 29.2% on top-1 accuracy).

Table 3 for ScanObjectNN and ModelNet40 datasets, re-
spectively. As we can see in both tables, aligning the 3D
modality with both text and image modalities consistently
achieves the best performance compared to aligning with
either image or text modality in every scenario with each
baseline.

Data Efficiency. Model pre-training could potentially re-
duce the demand for labeled data during fine-tuning in
downstream tasks. We validate the data efficiency of ULIP
by comparing it with baselines under a varying number of

Model Modality
ALL

top-1 top-5

PointNet++ ssg + ULIP P+T 33.4 73.0
PointNet++ ssg + ULIP P+I 35.3 72.8
PointNet++ ssg + ULIP P+I+T 45.6 73.8

PointNet++ msg + ULIP P+T 39.2 70.4
PointNet++ msg + ULIP P+I 34.9 71.3
PointNet++ msg + ULIP P+I+T 49.9 78.8

PointMLP + ULIP P+T 41.3 76.1
PointMLP + ULIP P+I 33.6 74.7
PointMLP + ULIP P+I+T 44.6 82.3

PointBERT + ULIP P+T 31.0 69.0
PointBERT + ULIP P+I 36.3 71.3
PointBERT + ULIP P+I+T 48.5 79.9

Table 6. Analysis of aligning three vs. two modalities on zero-shot
3D classification on ScanObjectNN. Results show that aligning
representations of three modalities always produces better results
than two modalities.

fine-tuning samples. The comparison results are shown in
Figure 3. As shown in Figure 3 (left), PointMLP’s per-



Query Images 
from Caltech101 Top Retrieved Point Clouds from ModelNet40

Figure 4. Qualitative results of real image to point cloud retrieval. Query images are from Caltech101, and point clouds are from Model-
Net40. We show the top-5 retrieved point cloud models, ranked in order. The results demonstrate the retrieval capability of our model.

formance is largely improved in the low data regime when
pre-trained under the ULIP framework. When we compare
PointBERT with PointMLP baselines (two red lines in the
two sub-figures), we observe that PointBERT performs bet-
ter than PointMLP when using less than 20% training data.
This is because of that the PointBERT model itself is pre-
trained on ShapeNet55. Although both ULIP and Point-
BERT are pretrained on ShapeNet55, ULIP still improves
PointBERT by a clear margin, as shown in Figure 3 (right).

4.7. Cross-Modal Retrieval

As mentioned in Section 1, one of the benefits of ULIP is
that it enables more cross-modal downstream tasks. Here,
we qualitatively show the potential of using ULIP to con-
duct real image to point cloud retrieval.

We use our pre-trained ULIP with PointBERT as the 3D
encoder directly. We conduct a small-scale experiment with
real images from Caltech101 [9] and use the images to re-
trieve 3D point clouds from around 2.5k samples over 40
categories in ModelNet40. In Figure 4, we show the top-
5 retrieved 3D point cloud models (ranked in order) using
image examples from categories of chair, airplane, laptop

and lamp. The results show encouraging signs that our pre-
trained model has learned meaningful features across im-
age and 3D point cloud modalities. Surprisingly, the top-
1 retrieved 3D models have the closest appearance to the
query images compared to other retrieved 3D models. For
example, when we use images from different aircraft types
(fight and airliner) for retrieval (2nd and 3rd rows), the re-
trieved top-1 point clouds maintain the subtle difference of
the query images.

5. Conclusions

We propose ULIP, a pre-training framework that aligns
multiple modalities of images, language, and point clouds
in the same feature space. We take advantage of the
pre-trained text and image encoders and improve differ-
ent 3D encoders using our framework. Experiments re-
sults show that ULIP can effectively improve representa-
tions of 3D backbones. Our method achieves state-of-the-
art performance in both zero-shot and standard 3D classifi-
cation tasks, and our qualitative results show that ULIP has
promising potential for cross-modal retrieval applications.
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A. Appendix
A.1. PointNeXt Backbone Experiments

PointNeXt [37] is a concurrent work which proposes a
lightweight backbone based on PointNet++ and in particu-
larly it gives promising results on the ScanObjectNN bench-
mark. In order to demonstrate the effectiveness of our ULIP
on this most recent backbone, we pre-train PointNeXt us-
ing ULIP, and use the pre-trained weights to finetune on the
ScanObjectNN dataset.

As shown in Table 7, ULIP significantly improves Point-
NeXt in both Overall Accuracy and Class-mean Accuracy.

Model Overall Acc Class-mean Acc

PointNeXt* [37] 87.4 85.8
PointNeXt + ULIP 89.2 (↑ 1.8) 88.0 (↑ 2.2)

PointNeXt †* 87.5 85.9
PointNeXt †+ ULIP 89.7 (↑ 2.2) 88.6 (↑ 2.7)

Table 7. 3D classification results on ScanObjectNN for Point-
NeXt. †indicates a model uses 2K sampled points and all others
use 1K sampled points. * indicates it’s reproduced result.

A.2. Details of Evaluation Sets in Zero Shot Classi-
fication

When evaluating zeroshot classification, we notice that
there are some common classes between our pre-train
dataset, ShapeNet55, and ModelNet40. Evaluations on
these common classes might introduce an unfair compar-
ison of zeroshot performance. Therefore, we introduced
three different validation sets for evaluating our models and
our baselines on ModelNet40.
All Set: Includes all the categories in ModelNet40 as shown
in Table 8.

airplane bathtub bed bench bookshelf

bottle bowl car chair cone

cup curtain desk door dresser

flower pot glass box guitar keyboard lamp

laptop mantel monitor night stand person

piano plant radio range hood sink

sofa stairs stool table tent

toilet tv stand vase wardrobe xbox

Table 8. ModelNet40 All Set.

Medium Set: We remove categories whose exact category
names exist in our pre-training dataset. The resulting cate-
gories in this set is shown in Table 9.

cone cup curtain door dresser

glass box mantel monitor night stand person

plant radio range hood sink stairs

stool tent toilet tv stand vase

wardrobe xbox

Table 9. ModelNet40 Medium Set.

Hard Set: We remove both extract category names and their
synonyms in our pre-training dataset. The final Hard Set is
shown in Table 10

cone curtain door dresser glass box

mantel night stand person plant radio

range hood sink stairs tent toilet

tv stand xbox

Table 10. ModelNet40 Hard Set.

A.3. Indoor 3D Detection Experiments

In order to show our potential on 3D scene applications,
we conduct experiments on ScanNet-v2 dataset and bench-
mark 3D detection performance based on one of SOTA 3D
detection frameworks, Group-Free-3D [27]. In our setting,
we use the Group-Free-3D basic model and observe signif-
icant improvements as shown in Table 11.

mAP@0.5 mAP@0.5 Averaged

Group-Free-3D 48.9 48.4

Group-Free-3D + ULIP 50.2 (↑ 1.3) 49.6 (↑ 1.2)

Table 11. Experiments on indoor 3D Detection. We use Group-
Free-3D basic model as our detection framework, and we follow
the same metric computation as in [27].


	. Introduction
	. Related Work
	. Learning a Unified Representation of Language, Images, and Point Clouds
	. Creating Training Triplets for ULIP
	. Aligning Representations of Three Modalities

	. Experiments
	. 3D Backbone Networks
	. Downstream Datasets
	. Implementation Details
	. Standard 3D Classification
	. Zero-Shot 3D Classification
	. Analyses
	. Cross-Modal Retrieval

	. Conclusions
	. Appendix
	. PointNeXt Backbone Experiments
	. Details of Evaluation Sets in Zero Shot Classification
	. Indoor 3D Detection Experiments


